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Shifting technological infrastructures have expanded how 
researchers and professionals collect, access, and analyze 
data in service of education. The emerging field of data 

science (e.g., Berman et al., 2018) has impacted how data are 
used in educational decision making (e.g., Piety, 2015), which 
in turn places new demands on teachers and administrators to 
use data ethically and effectively (Mandinach et al., 2015). More 
recently, increased attention to data has also led to growing 
interest in how educators might support K–12 students in learn-
ing about data (Finzer, 2013; Lee & Wilkerson 2018). This is 
evident in emerging standards and journal special issues that 
focus on instruction about “big data” and “data science” across 
domains (e.g., Bargagliotti et  al., 2020; Ridgway, 2016; 
Wilkerson & Polman, 2020). It is also evident in a coordinated 
effort underway to promote “data science for everyone.”1

Given this changing landscape, educators have an immediate 
obligation to consider the nature of students’ learning interac-
tions with data. We argue that such interactions are far more 
complex and wide reaching than are often presented in curricula 
and professional development materials. Consider one common 
distinction that educators make between engaging learners with 
“firsthand” data that students generate themselves, or “second-
hand” data that are provided by a teacher or a curriculum (Hug 

& McNeill, 2008). Conventional wisdom suggests that engaging 
students in primary data collection represents a more authentic, 
personally relevant, and conceptually rich learning experience. 
However, given how data are currently used in professional prac-
tice, some argue that making sense of second-hand data is an 
important authentic experience in its own right (Duschl, 2008). 
Recent work suggests that students do engage data collected by 
others in deeply personal ways. For example, students may inter-
pret such data through lenses connected to their own experiences 
of race (Philip et al., 2016), place (Taylor, 2017; Wilkerson & 
Laina, 2018), and existing data cultures (Van Wart et al., 2020). 
At the same time, the introduction and use of new automated 
data collection tools that record data precisely and constantly 
can undermine some assumed conceptual benefits of collecting 
firsthand data, such as observing the variability of data as stu-
dents make their own measurements and errors (Petrosino et al., 
2003).

These examples demonstrate that students’ experiences of 
data collection, visualization, analysis, and interpretation are 
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becoming more complex. This complexity reveals the extent to 
which any educational data activity is in fact a product of mani-
fold individual and social tools and processes. At this critical 
moment when calls to provide students with more data-intensive 
learning experiences are still in their formative stages, we argue 
that there needs to be more attentiveness to such tools and pro-
cesses. Already we are beginning to see the undesirable societal 
consequences of too hasty an embrace of data (e.g., O’Neil, 
2016). These can come in the form of biased data-reliant algo-
rithms, a rush to teach specific marketable skills and program-
ming languages that may not be needed in a few years’ time, 
overly generous claims about how data are used in practice, and 
a general lack of critical reflection about why students should 
learn about data.

Too often, the political and industry forces that shape educa-
tional reform operate on well-intentioned but inadequately 
informed models of how teaching and learning work. The 
assumption that data science is essential because that is where 
there are currently high-paying jobs, or because it is seemingly 
an inherently more exciting curricular pursuit for students, 
ignores the many personal, social, and political factors that shape 
students’ interactions with data. These assumptions can lead to 
overinvestment in programs that underdeliver because of inade-
quate early recognition of the complex personal and social pro-
cesses, values, constraints, and goals embedded within our 
educational systems (e.g., Cuban, 2001).

Recognizing that those are impending risks for current data 
science education zeal (Philip et al., 2013), our goal in this arti-
cle is to articulate ways in which educators and researchers can 
deliberately center these human dimensions of student engage-
ment with data—what we call a humanistic stance toward data 
science education. We remain hopeful for what civic possibilities 
could result from data-intensive learning experiences. At the 
same time, principled consideration of the human and relational 
complexity of such experiences must be early and prominent 
parts of any conversation about data science education for K–12 
students. Through a proposed framework and discussion of two 
cases, we hope to encourage new and more thoughtful ways for 
approaching the characterization, design, and analysis of student 
learning with and about data.

A Framework for Attending to the Humanistic 
Aspects of Data Work

We present a cross-disciplinary three-part framework that rep-
resents a synthesis of several lines of ongoing research that have 
explored how students reason and learn with data across the 
curriculum. Such scholarship spans statistics education, science 
education, learning sciences, and new media studies and 
broadly represents the landscape of cognitive, sociocultural, 
and political orientations in educational research (e.g., Irgens 
et al., 2020). We synthesize these works to highlight their spe-
cific implications for learning with data, including the signifi-
cance of

•• Students’ personal and direct experiences with data, mea-
surement, and the contexts in which data are collected

•• The cultural and sociotechnical infrastructures and values 
enacted during a data set’s collection and use (including 
but not limited to routines, technologies, and norms asso-
ciated with various classroom, cultural, and disciplinary 
communities)

•• The enduring political and social narratives that affect the 
purposes and methods by which data sets are constructed, 
interpreted, and used as social texts.

We refer to these categories of concern as layers, but main-
tain that they operate simultaneously and in interaction with 
one another as students engage with a given data set (Figure 1). 
For example, while we present personal and sociopolitical con-
siderations as two layers, students’ identities are at once per-
sonal and co-constructed in conversation with broad social 
narratives about race, gender, disability status, and more.2 
Similarly, what we consider to be students’ personal interests 
are deeply shaped by their cultural experiences and circum-
stances (Azevedo, 2011).

We envision various core data practices—such as collecting, 
visualizing, analyzing, interpreting, or communicating data—as 
constellations that extend across, and thus, are shaped by all three 
layers. Figure 1 illustrates this by depicting nodes existing across 
layers. Some nodes are more prominent than others in particular 
layers, so that looking across layers highlights a larger set of inter-
relationships. As illustrated in the following text, we believe that 
it is analytically profitable to draw attention to each of these 
explicitly, through the shorthand of layers, in order to gain 
insight into their influences on students’ opportunities to learn, 
including the way aspects of data activities are often taken for 
granted. Bringing these layers together foregrounds complex 
issues and questions that should be asked in both research and 
design of K–12 data science education.

Personal Layer

The first layer of the framework focuses on the immediate experi-
ences, interests, prior knowledge, and other personal aspects that 
inform learners’ reasoning about a data set. These include learn-
ers’ direct experiences of the data collection process, whether 
those involve developing measures (Lehrer et al., 2007), record-
ing observations (Lehrer & Schauble, 2000), or manipulating 

Figure 1. Figure illustrating data practices as constellations of 
factors that extend across personal, cultural, and sociopolitical layers; 
this figure intentionally illustrates overlaps across layers, as aspects of 
data practice within one layer are often linked to others.
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some phenomenon as it is being measured through tools such as 
automated sensors (Thornton & Sokolof, 1997). They also 
include learners’ direct involvement in the context for data collec-
tion and analysis. Such activities in the extant literature include, 
but are not limited to learners posing questions for analysis with 
data (Arnold, 2007), designing experiments or observational 
studies (Hardy et al., 2020), and visiting field sites (Manz, 2012). 
Students also at times are involved in the design of visual repre-
sentations of data (Lehrer & Schauble, 2004) or inventing meth-
ods to describe and explore patterns in data (Schwartz & Martin, 
2004). Finally, learners’ personal knowledge of a data set’s history 
or the situation it references also shapes engagement with that 
data set (Lee et al., 2021). In some cases, that personal knowledge 
is required because the data are about their families, their com-
munities, or even their own bodies (e.g., Kahn, 2020; Lee & 
Dubovi, 2020; Van Wart et al., 2020). We describe data that stu-
dents are directly involved in creating as having higher authorship 
proximity.

Because high authorship proximity is intuitively thought to 
strengthen relationships to data, the personal layer is perhaps the 
most heavily studied in our framework. Decades of research 
from the statistics and science education communities have 
focused on how learners’ direct experience with collecting data 
can prepare them to explore statistical patterns including mea-
sures of center, variability, trends, and noise (Pfannkuch et al., 
2018); to engage meaningfully in data practices such as sam-
pling, measurement, and modeling (Lehrer & English, 2018); 
and make inferences from data based on their knowledge of the 
data context (Makar & Rubin, 2009). Similarly, by inventing 
representations and methods of analysis, students develop under-
standings of the rules and rationale that underlie conventional 
treatments of data, and develop flexibility for working with 
novel data forms and patterns (Lehrer & Schauble, 2004). More 
broadly, the personal layer is associated with developing a sense 
of agency and ownership over a data set and associated data 
products, and with developing a general understanding of the 
nature of science.

Importantly, as highlighted by Lee and Wilkerson (2018), 
proximal experiences with a data set and its associated context do 
not always lead to productive outcomes. Studies have suggested 
that while collecting data about students themselves can engage 
students’ interests, it might also limit students’ motivation to 
reason about broad patterns in a data set—instead, focusing pri-
marily on themselves and comparing their own cases with those 
of others (Konold et  al., 2015). Hug and McNeill (2008) 
reported that students were less likely to draw conclusions from 
their own data sets, in part due to direct knowledge of the limita-
tions of the data they collected. These students also viewed other 
data sets as authoritative, even if those data sets were subject to 
the same errors as their own. This, in turn, highlights how stu-
dents’ personal experiences may impact what data sources they 
deem as trustworthy.

Cultural Layer

A second layer involves the sociotechnical tools, artifacts, and 
cultural practices that guide and maintain a community of 

participants in activity. This includes what are often referred to 
as disciplinary practices—the approaches, methods, and instru-
ments developed within science and statistics communities to 
generate and analyze data sets (Bybee, 2011). It also includes 
computational methods and tools emerging from the data sci-
ence community, which shape what analyses are possible and 
accessible to young learners (Erickson et  al., 2019; Konold, 
2007; McNamara, 2018). Finally, the cultural layer includes the 
norms and procedures that might be developed through class-
room consensus as a student community negotiates collective 
approaches to data generation and analysis (Manz, 2016), as well 
as students’ own repertoires of cultural practices and knowledge, 
which can serve to inform what they choose to attend to when 
engaging in reasoning about data (González et al., 2006).

Because culture is embedded in tools and practices, the 
impact of this layer on students’ engagement with data can be 
significant but also often implicit and uncriticized. For instance, 
the use of popular spreadsheet tools common in business, such 
as Excel, allows students to easily create graphs and calculate 
summary statistics, but limits students’ ability to manipulate 
data or reflect on analytic processes in the way other scientific 
analysis packages allow (John & Tony, 1996). More broadly, 
using digital data analysis tools provides powerful statistics and 
visualizations, but can limit students’ opportunities to explore 
more artistic visualization methods that emphasize trajectories of 
experience, outliers, and storytelling (e.g., Lupi & Posavec, 
2016). Similarly, the common Western scientific practice of 
positioning scientists (and students) as observers separate from 
the system under study leads to certain sampling and measure-
ment practices that are taken for granted, such as scooping water 
samples from the edge of a river. Bang et al. (2012) present an 
example of “desettling” these cultural divisions between humans 
and nature, in part by inviting students to wade waist-high into 
the river and develop a relationship with the surrounding water. 
In this way, the cultural layer can subtly but substantially shape 
what is measured and how, what types of patterns can be uncov-
ered and described, and how investigators collect, calibrate, eval-
uate, and communicate data and findings. It also shapes whose 
knowledge and approaches are validated during data work, and 
what sources of data may be considered trustworthy sources of 
evidence by students.

Educational researchers have often approached learning expe-
riences involving data as enculturation into using the tools and 
practices common in Western science. These are presented as 
products of standardization, but that push for standardization is 
itself cultural. Other research approaches have explored how 
novel ways of working with data can develop within classroom 
communities as students build consensus by examining how 
observations can be structured as data, some data can then be 
used as evidence, and evidence can be linked with claims that are 
together eventually transformed into new communally accepted 
knowledge (Manz, 2016). This helps illuminate how data prac-
tices and tools are developed in communities to tackle specific 
problems, and how those emergent practices and tools are, in 
turn, informed by both existing disciplinary approaches and 
everyday cultural experiences.
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Sociopolitical Layer

The sociopolitical layer speaks to the ways in which a given data 
set, and the ways data are collected and used more generally, 
reflect and are shaped by power dynamics. This includes an 
awareness of the ways in which data are used to, for instance, 
reproduce anti-Black racism through algorithms trained on 
biased data (Noble, 2018), or to pathologize the financial behav-
ior of communities of color (Rubel, Hall-Wieckert, & Lim, 
2016). It also involves understanding the role of data in corpo-
rate and capitalist discourses, along with related issues of con-
sent, privacy, surveillance, and displacement (Vakil, 2018). 
Attending to the sociopolitical layer of students’ interactions 
with data raises questions about why we want students to create 
and become fluent with data in the first place (e.g., scientific 
advancement, economic competitiveness, or civic engagement), 
how such fluency intersects with critical literacies (e.g., Philip 
et al., 2016), and whose perspectives and interests a given data 
set reflects. Importantly, engaging students with any data set 
requires an understanding of how that data set is expected to 
operate within broader discourses of power and privilege.

The sociopolitical layer of student engagement with data is the 
least well studied, though interest has increased in recent years. To 
illustrate how consequential this layer can be, we turn to a famil-
iar example outside of education: Magazines often publish a “best 
places to live” list (e.g., U.S. News & World Reports, 2020). 
These lists often leverage data and analysis criteria that appeal to 
predominantly White, straight, middle class families, often at the 
expense of the interests of other populations (e.g., Mock, 2020). 
Similarly, educational approaches to data sets and analysis risk 
omitting some students’ and communities’ perspectives, or dis-
missing how broader systems of power shape why and how data 
are used. In one example dealing with persistent social inequities, 
educators took care to center students’ lived experience as part of 
statistical investigation, but some students did not feel that data 
lent insight or argumentative power to what they already knew 
and experienced (Enyedy & Mukhopadhyay, 2007). In another 
example focused on community-based data science partnerships, 
Van Wart et al. (2020) recount how traditional justice-oriented 
data “scripts” invoked in educational projects, such as data 
empowering students to compel policymakers to action, fall short 
if existing power dynamics are not taken seriously.

From the nascent research in this area, it seems that few educa-
tors and researchers fully consider the power and political layer of 
data activity, or raise youth awareness of such concerns. Data are 
instead instructionally treated as apolitical and, when collected 
through accepted normative processes, inherently authoritative. 
There is some emerging evidence, however, that explicitly engag-
ing learners with the sociopolitical layer of data can lead them to 
better understand relationships between patterns, self, and soci-
ety. For example, activities that intentionally weave data about 
identity and mobility (and associated issues related to power) 
with lived experience, interviews, journaling, and other ways of 
knowing have been shown to engage learners in new ways of rea-
soning about complex data (e.g., Kahn, 2020). This allows learn-
ers to explore how their own actions, the data traces those actions 
leave behind3 (Latour, 2007), and the histories of both impact 
themselves and broader society (Shapiro et al., 2020).

Synthesis and Guiding Questions

The bodies of research characterized by each layer of the frame-
work highlight important and complementary questions that 
designers and researchers of data-based educational experiences 
should consider. Table 1 summarizes the layers and includes key 
questions and some relevant selected works. Certain scholarly 
works are intentionally listed across multiple layers of the frame-
work; these in particular highlight how interactions between the 
personal, cultural, and/or sociopolitical layers shape student 
learning.

Using the Framework to Explore Authorship 
Practices

The framework we present above can be applied to more deeply 
analyze students’ engagement in a variety of data practices rang-
ing from construction, visualization, manipulation, analysis, 
interpretation, and/or communication of a given data set. Next, 
we illustrate the framework through two cases, with a focus on 
authorship practices. By authorship practices, we mean students’ 
direct involvement in the design and construction (or recon-
struction) of a data set as a text—including but not limited to its 
structure, decisions about what to include in the data set, meth-
ods of quantification or categorizing, sampling, generation and 
recording of data, and data cleaning. The cases come from our 
own research because our involvements in these projects allow us 
to articulate tensions and decisions made related to data author-
ship practices in ways not easily inferred from other published 
examples. These two cases nuance simple assumptions about the 
benefits of data authorship by emphasizing how not only per-
sonal but also cultural and sociopolitical layers shaped design 
decisions and opportunities to learn in each case. They demon-
strate how the questions articulated in Table 1 can be mobilized 
to understand and inform research and design of data learning 
experiences.

Personalizing Data Using Wearable Activity Trackers

Over many years, Lee has developed a program of research and 
development to engage elementary school students in data anal-
ysis through their collection of physical activity data during 
recess using commercially manufactured wearable devices (Lee, 
2019). By design, the personal layer was a primary focus in how 
instructional activities were planned and enacted. Using wear-
able devices for the purpose of supporting student data analysis 
positioned students as simultaneously the individuals who were 
obtaining data (in the form of the number of steps taken), and 
the agents to which the data referenced. Often, this led to stu-
dents examining data that they “authored” about their school 
day’s activities.

In developing this line of work, Lee and colleagues actively 
considered and reflected on how these encounters with personal 
data were being structured by multiple interacting cultural 
aspects as well. Obtaining data from students, especially during 
recess, enmeshed the data creation and analysis activities into the 
local school culture, particularly as experienced by students. 
School culture established common routines and activities even 
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in recess that ranged from processes of obtaining play equipment 
to who participated in which activities on the playground. This 
led to in-depth and novel student-initiated investigations of 
common recess activities (Lee et al., 2015). Results from assess-
ment of student learning of elementary statistics content from 
this approach have been encouraging (Lee et al., 2021).

However, in thinking about cultural groups that are impli-
cated in this approach, not only is students’ school culture 
involved but so is a broader “technoathletic” culture (Lee & 
Drake, 2012), in which records of physical activities tied to fit-
ness and sport are collected and used for purposes ranging from 
fitness goal setting to establishing social positioning within ath-
letic and wellness communities. Commercial wearable fitness 
devices for personal data collection had recently emerged as a 
new genre of consumer technology, and such tools provided the 
ability for students to easily collect and access data in a form that 
was familiar to them. However, participants in technoathletic 
cultures are typically well-resourced adults specifically interested 
in fitness and wellness. This shaped how the collected data were 
made available to students: recorded in time increments that 
reflect how adults structure their activities (e.g., by the hour or 
half hour), and indexed against an assumed “ideal” of 10,000 
steps taken per day, which has been promoted as a wellness stan-
dard in the United States. That ideal is actually arbitrary and 
believed to be sourced to a device marketing campaign from the 
1960s (Tudor-Locke & Bassett, 2004).

Use of commercial devices made uniformity and bulk access 
to data tractable, but it also implicated dependence on proprie-
tary online services coupled with those devices. By design, the 
data generated through the wearables could only be accessed 
through these online services. Because these services mediated 
data access, new questions were introduced for researchers, 
teachers, and students to consider at the sociopolitical layer, 
including issues of data provenance, algorithmic secrecy, and 
representation (Drake et  al., 2017). Moreover, these devices 
recorded information that students and parents might want to 
keep private, and retained that information to be used internally 
to further the company’s business interests. To manage this, Lee’s 
team took additional precautionary steps such as using tempo-
rary deidentified accounts. The company also had full control 
over defining what, exactly, was being measured: the way that 
“steps” were defined and counted by the devices was wholly 
determined by a proprietary algorithm that students could nei-
ther see nor modify. While this design choice did motivate stu-
dents to raise and investigate questions about what would be 
registered as a step, there were a number of occasions when stu-
dents felt that what the commercial devices recorded and what 
the students did physically did not correspond with one another. 
This was exacerbated by ableist assumptions designed into the 
technology that had become apparent when students with inju-
ries or who used mobility devices were limited in their ability to 
participate in activities.

Table 1
Layers of Mediation Within Data Practices

Layer Description Example questions Sample representative works

Personal Direct experiences with the design, 
generation, and analysis of data 
as well as with the phenomena 
and contexts from which data are 
created

•  �How might students’ existing knowledge and perception of 
a situation inform their analysis of data?

•  �How might students’ direct involvement in generating a 
data set impact students’ understanding of its statistical, 
computational, and evidentiary features?

•  �How do students’ personal interests, affective responses, 
and identities shape their interactions with data?

Kahn (2020); Lee and Dubovi (2020); 
Lehrer and Schauble (2004); Makar 
and Rubin (2009); Stornaiuolo (2020); 
Wilkerson and Laina (2018); Van Wart 
et al. (2020)

Cultural Routines, technologies, and 
values developed within 
various classroom, cultural, 
and disciplinary communities 
that shape how a data set is 
constructed and used

•  �What is the role of sociotechnical tools such as data 
collection devices, analysis packages, or visualization 
technologies in shaping student learning with data?

•  �How do cultural routines and values impact the ways that 
students conceptualize and interpret data?

•  �How might the interplay of situation-specific needs and 
disciplinary practices lead students to treat and interpret 
data in certain ways?

•  �What epistemic norms are being implicated in data 
learning activities?

Lee (2014); Bang et al. (2012); Kahn 
(2020); Konold (2007); Lehrer and 
Schauble (2004); Manz (2016); 
McNamara (2018)

Sociopolitical Enduring political and social forces 
that affect the purposes and 
methods by which data sets are 
constructed, interpreted, and 
used and who is empowered to 
do or resist such work

•  �How do students come to learn about the ways political 
and social ideologies are encoded within data sets and 
their use?

•  �To what extent are the benefits and limitations of using 
data examined as a form of powered discourse?

•  �How do enacted data-driven practices and cultures serve 
to differentially empower or marginalize communities?

•  �What degrees of access and visibility are provided with 
respect to data and their use, and how explicitly are those 
understood?

Bang et al. (2012); Kahn (2020); Noble 
(2018); O’Neil (2016); Philip et al. (2013); 
Rubel et al. (2016); Van Wart et al. 
(2020)
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Personalizing Public Data Through Representation  
and Transformation

Wilkerson, Lanouette, and colleagues have been studying mid-
dle school youths’ use of publicly sourced scientific data sets to 
explore and share stories about how key issues such as nutrition 
and climate change impact themselves and their communities 
(Lopez et al., 2021). A major conjecture motivating the project 
was that by exploring their personal connections to public data 
sets, students would gain insight into the cultural and sociopo-
litical layers that shape who and what is counted, measured, and 
recorded in data sets. Students were encouraged to use data 
transformation and visualization to explore hidden disparities 
and highlight their own perspectives within these data sets. In 
one activity, students supplemented a nutrition data set focused 
on commercial products with cost information and home meals 
to explore intersections of nutrition, access, representation, and 
marketing. In another, they explored a data set of climate indica-
tors by first focusing on places around the world special to them 
to highlight how the causes and impacts of climate change are 
unfairly distributed among countries and regions.

Like the case above, these activities were designed to be con-
cretely grounded in students’ personal experience. But whereas 
in the previous case the cultural entangling of personal experi-
ences are key, in this case personal knowledge is leveraged to 
highlight the sociopolitical context and history of data sets and 
their construction and use. By utilizing storytelling conventions, 
students were expected to humanize the patterns found in data, 
and to consider how data are mobilized within broader sociopo-
litical discourses. And students’ engagement in authorship prac-
tices with data were limited to visualizing, transforming, 
supplementing, and writing about patterns in data, rather than 
engaging in the design and collection of the core data set itself.

At the same time, these activities take disciplinary cultural 
technologies for granted. For instance, much of students’ work 
with data was done within the Common Online Data Analysis 
Platform (CODAP). This tool was designed to emphasize a core 
set of actions valued in data science practice, including creating 
scatterplots and performing certain manipulations such as filter-
ing a large data set. This emphasis has also shaped the ways in 
which students were to engage with and personalize particular 
data sets (e.g., through filtering, grouping, or adding records). 
CODAP does enable students to add multimedia such as images 
and text to their data “document,” supporting the storytelling 
aspect of the work (Wilkerson et al., 2021). However, in general, 
it supports a very specific approach to visualizing, analyzing, and 
transforming data in a space where many options exist (e.g., 
Stornaiuolo, 2020).

There were also a number of trade-offs stemming from the 
research group’s reliance on existing public data sets. The deci-
sion to use public data sets was motivated by a desire to center 
sociopolitical concerns—existing data sets operate as social texts, 
constructed within a political milieu. However, while students’ 
personal connections to these data sets offered compelling 
insights into the sociopolitical contexts of data, they did not 
engage students with specific elements of data construction such 
as measurement and sampling. Indeed, these details are difficult 
to find for public data sets, and the measurements used (percent 

daily value, parts per million, etc.) often require scaffolding to 
interpret. Additionally, by centering existing data sets as objects 
of inquiry, students were positioned as reactive to those data sets, 
rather than as designers and authors of data in their own right.

Opportunities and Considerations Across the Cases

Through use of this framework, we have interrogated students’ 
authorship activities with data and identified how constellations 
of personal, cultural, and sociopolitical factors shaped what stu-
dents were able and encouraged to do in both cases. In the first 
case, elementary students were ostensibly authors of the data that 
they used during instruction. They were able to both directly 
experience the generation of data points and to develop statistical 
and inferential reasoning through work with a broader data set 
that had been created through cultural interactions with peers, 
but were constrained by commercial and ableist assumptions 
embedded within the activities. In the second case, middle school 
students’ authorship activities involved transforming existing 
data sets, in the process learning how sociopolitical forces shape 
the structure and content of the data set. They had opportunities 
to explore how data sets can be contextualized but had less expo-
sure to data collection and were positioned as reactive rather than 
proactive data authors. Across both cases, the researcher and edu-
cator teams worked to make data personally relevant, and yet the 
opportunities to learn and implications across different layers of 
the framework were still quite different.

The framework also highlights how considering the personal, 
cultural, and sociopolitical layers of data engagements can expose 
otherwise missed or taken-for-granted features of activities. It 
highlights how different activities may complement one another 
to provide students more robust insights into data that can 
extend across tools, disciplines, or experiences. We argue that 
such analysis will only become increasingly necessary as emerg-
ing technologies further complicate the landscape of how data 
are collected, experienced, structured, and shared. As it stands, 
students can already engage in authorship practices in a variety 
of ways—as authors of simulations that create data, users of 
probeware and other automated sensors, collectors of qualitative 
data for later quantification, users of online virtual or remote 
labs, or participants in a distributed system in which data are 
aggregated across students in the same classroom, or across the 
globe (Lee & Wilkerson, 2018). Rather than a technocentric 
treatment of these developments as new categories of data 
engagement, we argue that they should be seen through our 
multilayered humanistic stance that is focused on students’ 
opportunities to learn.

Conclusion

In this article, we aimed to respond to changing landscapes of 
data in society at large and in K–12 contexts in particular. If the 
recent past is any indication, attention toward data in educa-
tion—and specifically, about how to best teach and help stu-
dents learn with and about data—will only increase. Students 
are already participating in a world where ever more of their 
daily and future professional activities will involve the collection 
and analysis of some form of data. They would be well served if 
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we develop learning experiences that encourage thoughtful and 
critical participation in practices of data creation, interpretation, 
analysis, argumentation, and critique, particularly as formalized 
notions of widespread K–12 data science education gain traction 
(Lee & Delaney, in press).

What we offer through this article is a framework for educa-
tors, designers, and researchers to thoughtfully and systemati-
cally consider students’ humanistic entanglements with data. 
While our framework is necessarily general and encompassing, it 
can provide a starting point for the development of more elabo-
rated descriptive frameworks as the field of data science educa-
tion evolves and new dimensions and interactions become 
apparent. We advocate for more deliberate acknowledgment and 
study of our relationships to data being simultaneously shaped 
by forces that are personal, cultural, and sociopolitical. Given the 
three layers we articulate here, discussions about relevance, 
authenticity, and access become more complicated, complica-
tions that we argue are key points of engagement for researchers, 
educators, and students alike. Our cases illustrate that making 
data “personal” or positioning students as authors is more com-
plicated than intuition might suggest. In particular, first-/sec-
ondhand distinctions and a focus on particular types of tools or 
data become less notable here, where varying degrees of closeness 
and relevance are not inherently tied to physical proximity or 
production of the data itself.

Such relationships with (and uses of ) data are not trivial—
they have broader consequences with respect to questions of epis-
temology and influence in the world beyond classroom walls. 
When we accept or value particular forms of data—particularly 
as represented through instruction—we reinforce or increase the 
influence it has beyond the immediate setting. For instance, 
accepting that student achievement performance data are a reflec-
tion of school effectiveness continues to drive how we design, 
evaluate, and fund schools (O’Neil, 2016). Similarly, counting 
books in a child’s home biases against other forms of literacies 
occurring within families, with such data serving to highlight 
deficiencies in nondominant communities and narrowing what 
forms of literacies are valued and sustained. If education research-
ers are to work toward any notion of education serving to increase 
students “data literacy,” “data acumen,” or ability to work in “data 
science,” we contend that these forces are ones that we, and the 
students that we serve, must acknowledge.

Ultimately, we foresee that independent of this article, inter-
est in teaching with and about data will continue to grow rap-
idly. There has been some base literature to inform how we can 
support that work effectively, and we encourage its use (e.g., 
Ben-Zvi et al., 2017). At the same time, given growing aware-
ness of how data are intertwined in how we participate in soci-
ety, more research, theorizing, synthesis, and local innovations 
are necessary (Wilkerson & Polman, 2020). Through the argu-
ments and examples provided here, we hope to promote deeper 
awareness of how we engage with data, whether it be through 
authorship or other forms of data practice (e.g., visualization, 
critique). Interdisciplinary and humanistic stances that build 
upon what we provide here could then help us design and 
implement data-intensive learning experiences more account-
able and valuable for all.
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1See datascience4everyone.org
2Indeed, a students’ identity is further inscribed in the cultural 

layer as they consider their positionality within a given classroom or 
disciplinary community, for example, as a data scientist.

3For example, digital records of physical locations, online activi-
ties, and clicks and pauses within games, apps, and social media.
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